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Abstract

Language Models are the core for almost any
Natural Language Processing system nowadays.
One of their particularities is their contextual-
ized representations, a game changer feature
when a disambiguation between word senses
is necessary. In this paper we aim to explore
to what extent language models are capable
of discerning among senses at inference time.
We performed this analysis by prompting com-
monly used Languages Models such as BERT
or RoBERTa to perform the task of Word Sense
Disambiguation (WSD). We leverage the rela-
tion between word senses and domains, and
cast WSD as a textual entailment problem,
where the different hypothesis refer to the do-
mains of the word senses. Our results show
that this approach is indeed effective, close to
supervised systems.

1 Introduction

It is undeniable that Language Models (LM) have
drastically changed the Natural Language Process-
ing (NLP) field (Min et al., 2021). More recently,
those LM have also shown to be capable of per-
forming NLP tasks with just few examples given in
the context (Brown et al., 2020), using the so called
prompting. One of their particularities, and the
key difference with previous approaches, is their
contextualized token representation. Allowing the
model to adopt different representations for words
(tokens) depending on the context has supposed
a huge advantage when sense disambiguation is
required for a given inference. But, to what ex-
tent do LM actually know about word senses?
In this work, we tried to answer that question by
evaluating LMs directly on the Word Sense Disam-
biguation (WSD) task via prompting.

Word Sense Disambiguation is the task of iden-
tifying the correct sense of a word in a given con-
text. Current state-of-the-art on WSD involves fine-
tuning a LM on SemCor (Miller et al., 1994) to

Figure 1: An example of the Word Sense Disambigua-
tion task converted to Textual Entailment, where the
hypothesis refer to the possible domains of word senses.
To solve the task a model would be asked to select the
most probable hypothesis based on the context.

predict the correct among all possible sense glosses
of the word in the given context. Other methods
leverage the contextual representations of LM to
perform WSD with a simple K-NN algorithm on
the embedding space. Lately, the use of domain
inventories was proposed to alleviate the high gran-
ularity of knowledge-bases (Lacerra et al., 2020).
Recent studies that worked on zero-shot WSD refer
to the task of predicting the senses of new lemmas
not seeing during training as zero-shot (Lacerra
et al., 2020) WSD, however we aim for a com-
pletely zero-shot evaluation, where no annotated
data is available for any lemma.

Despite the knowledge already encoded in the
LM, training data is used in one way or another
to introduce knowledge about the task. To avoid
drawing noisy conclusions, we evaluated the LM
as they are, without further fine-tuning on or using
any kind of WSD training data. To that end, we
prompted LMs like BERT (Devlin et al., 2019)
and RoBERTa (Liu et al., 2019) to perform a task



Figure 2: Graphical description of the zero-shot WSD approach using Domain Inventories.

that requires WSD knowledge to be successfully
solved.

Figure 1 shows an example of how a model can
be prompted to solve WSD using Textual Entail-
ment as a proxy. On this example we consider
that the word bank has senses from three different
domains: Geography and places, Business, eco-
nomics and finance and Geology and geophysics.
The three possible domains are converted to hy-
pothesis using predefined prompts. Finally, a super-
vised Textual Entailment model is used to perform
the inference. More details on of the approach are
discussed in Section 2.

In this work we first evaluated commonly used
LMs as a zero-shot domain labelers with 3 differ-
ent domain inventories. Then, following (Lacerra
et al., 2020) we addressed the WSD using domain
inventories and evaluated the LMs on them. We
showed that LMs have some notion of senses as
they perform zero-shot WSD significantly better
than a random baseline and sometimes close to
the supervised state-of-the-art. We also provided
different analysis comparing different prompts and
performing an error analysis over the two evaluated
tasks.

2 Prompting Language Models

Since the past few years, prompting has become the
de facto approach to probe language models (Li
et al., 2022b). Min et al. (2021) defined prompt-
ing as the practice of adding natural language text,
often short phrases, to the input or output to encour-
age pre-trained models to perform specific tasks.
However, due to its wide definition, several differ-
ent ways of prompting exists, such as instruction
based, template-based or proxy-task based. For
more information about prompting we encourage
the reader to read the Liu et al. (2022a) survey.

In this work we focused on the proxy-task based
approach, more precisely, we made use of the Next
Sentence Prediction (NSP) and Textual Entailment
(TE) tasks as a proxy. The TE is also known as Nat-
ural Language Inference (NLI), we will use both
terms interchangeably. The choice of this approach
was made based on previous works on zero-shot
domain labelling (Sainz and Rigau, 2021).

Both, NSP and TE are sentence-pair classifica-
tion tasks: the first attempts to predict whether a
sentence is followed by another and the second
aims to predict if an entailment relation exists be-
tween both sentences (premise and hypothesis).
Figure 2 shows an example of how to perform
WSD using NSP or TE models. The process can
be briefly summarized as follows: (1) for each pos-
sible sense s of the target word w we obtain their
corresponding domain d using a domain inventory
D (domain inventories are discussed in more de-
tail in Section 3). (2) predefined prompts are used
to generate verbalizations that will serve as possi-
ble continuations (on NSP) or hypothesis (on TE)
h. (3) a pretrained NSP or TE model is used to
obtain a probability for each sentence/hypothesis
and therefore, to each domain. Formally, for a TE
model we defined the probability of word w being
from domain di ∈ Dw in context c as follows:

P (di|c, w) = P (entailment|c, hwi) (1)

where hwi is the hypothesis generated using a pre-
defined prompt, the domain label di and the word
w. Similarly, for a NSP model the probability is
defined as follows:

P (di|c, w) = P (is_next|c, hwi) (2)

Table 2 shows the prompts used for probing Lan-
guage Models in Domain Labelling and Word



Sense BabelDomains CSI WN Domains Gloss

00006484-n Biology Biology biology The basic structural and functional unit of
all organisms; ...

02991048-n Chemistry and
mineralogy

Craft, Engineering
and Technology

electronics A device that delivers an electric current
as the result of a chemical reaction.

02992529-n Computing Craft, Engineering
and Technology

electricity
telephony

A hand-held mobile radiotelephone for
use in an area divided into small sections,
each with its own short-range transmit-
ter/receiver

Table 1: Example of Domain inventories for 3 senses of the word cell.

Sense Disambiguation tasks.

3 Domain Inventories

A domain inventory is a set of domain labels such
as Health and Medicine, Culture or Business and
economics that aims to cover the wider spectrum
of domains as possible with a specific granular-
ity level. Actually, these domain inventories are
used to label synsets from knowledge-bases like
WordNet (Fellbaum, 1998) and BabelNet (Navigli
and Ponzetto, 2012). Examples of WordNet synset
annotations from different domain inventories are
shown in the Table 1. Recent studies (Lacerra
et al., 2020) suggest to use domain inventories to
address the high granularity problem that affects
WSD tasks. In this section we describe the three
domain inventories on which we evaluated the Lan-
guage Models.

BabelDomains (Camacho-Collados and Navigli,
2017) is a unified resource that includes domain
information for Wikipedia, WordNet and BabelNet.
It inherits the domains from Wikipedia domains of
knowledge, a total of 34 coarse labels. Although it
is semi-automatically annotated, two gold standard
datasets (for WordNet and Wikipedia) are provided
for evaluation.

Coarse Sense Inventory (CSI) (Lacerra et al.,
2020) was created to reduce the level of granularity
of WordNet synsets while maintaining their expres-
siveness. It contains a total of 45 labels shared
across the lexicon. Compared to previous alter-
natives, CSI provided a higher agreement among
annotators. Also it was already proven to be useful
for the WSD task.

WordNet Domains (Bentivogli et al., 2004) is
a fine-grained domain inventory containing about
160 labels. It is organised in a hierarchical way,

from global concepts such as pure_science to spe-
cific concepts as oceanography. This inventory
provides a domain label to each synset in WordNet.
Due to the hierarchical nature and fine granularity,
in our experiments we kept only the domain labels
until the third level, mapping all the labels below
to the closest available domain. We end up with 60
domain labels.

4 Experimental Setup

In this section we describe the models we evalu-
ated, and the Domain Labelling and Word Sense
Disambiguation tasks we used for evaluation.

Models. For the experiments we decided to eval-
uate two very commonly used models: BERT and
RoBERTa. We followed previous works on zero-
shot domain labelling (Sainz and Rigau, 2021) for
approach and model selection. As explained in
Section 2 we required that the models were already
fine-tuned to perform sentence pair classifications.
In the case of the BERT models, we used the LM
itself with the NSP head that was trained during
pre-training, in the tables it is shown as NSP. For
the case of RoBERTa, as it has not been pre-trained
for any sentence classification task, we evaluated
two checkpoints that were also fine-tuned with TE
data: NLI and NLI*. The main difference between
both checkpoints is the variety of data on which
the models were trained. We evaluated the large
variant of those models. The NLI variation was
trained just on MultiNLI (Williams et al., 2018)
dataset and NLI* variations was also trained on
SNLI (Bowman et al., 2015), Fever-NLI (Thorne
et al., 2018) and Adversarial-NLI (Nie et al., 2020).
Both models are publicly available at HuggingFace
Model Hub (Wolf et al., 2020).

Domain Labelling task is the task of classify-
ing some text t into a set of domain labels D. In



Task Prompt

Domain Labelling {gloss} | The domain of the sentence is about {label}.
Word Sense Disambiguation {context} | The domain of the sentence is about {label}.

{context} | {label} is the domain of {word}.

Table 2: Prompts used for probing Language Models.

our case, the text to classify are WordNet synset
glosses and the domain labels are the ones defined
by the domain inventories. The task was evaluated
on a small manually annotated dataset released by
Camacho-Collados and Navigli (2017). The dataset
consist of domain annotations for 1540 WordNet
synsets using BabelDomains inventory. For those
1540 synsets we also collected the domain informa-
tion from CSI and WordNet Domains. The 3 check-
points described above were evaluated with each
domain inventory. To evaluate the models on do-
main labelling data we used the prompts described
in Table 2 to convert domain labelling examples
into NLI or NSP examples. The prompt is used to
generated as many hypotheses as labels are in the
inventory, by replacing the gloss placeholder with
the synset’s gloss and the label placeholder with
the corresponding label each time.

Cell: (biology) the basic structural and
functional unit of all organisms; ...

Figure 3: An example of WordNet gloss. The hint in
the gloss is highlighted.

WordNet glosses sometimes contains domain in-
formation inside them. For example, in the gloss
shown in Figure 3 the domain information is high-
lighted in bold. We will call them domain hints. As
we are using those glosses as inputs to predict the
domain of the synsets, the hints give a huge advan-
tage to the models. Therefore, for the evaluation
we considered two alternatives: with and without
hints.

WSD task is the task of identifying the correct
sense s a word w withing a context c among all
its possible senses s ∈ Sw. In this case, and fol-
lowing recent works we reframed the task from
predicting senses to more coarse set of labels (do-
mains) (Lacerra et al., 2020). Therefore, the task
aims to classify the domain of the correct sense ds
among the domains of the possible senses Dw. As
senses in WordNet are very fine-grained, several

senses of the same domain may coexist, after re-
placing them with their domain the set of possible
labels might be reduced, therefore |Dw| ≤ |Sw|.
An example of two senses from the same domain
is shown in Table 3. The task was evaluated on
the standard commonly known SemEval (Pradhan
et al., 2007; Navigli et al., 2013; Moro and Navigli,
2015) and Senseval (Edmonds and Cotton, 2001;
Snyder and Palmer, 2004) datasets. For each model,
we also compared two different prompts shown in
Table 2: the first is the same as the one used for Do-
main Labelling and is used to predict the domain
of the whole context; the second instead adds a ref-
erence to the target word, and is intended to focus
the model to predict the domain of the given word
withing the context. Finally, we report a random
guessing baseline and a supervised upper-bound
from Lacerra et al. (2020).

5 Results

In this section we discuss the results obtained on
each experiment. First we discuss the results ob-
tained on the Domain Labelling task. Then, we
show the results from Word Sense Disambiguation.
And finally we analyze the correlation between
both tasks as they share the label space.

Are Language Models able to discriminate do-
mains in sense glosses? Figure 4 shows the re-
sults obtained for the Domain Labelling task. As a
general overview, the three models obtain decent
results considering no data for training was pro-
vided. Comparing NLI models vs the NSP model,
we can conclude that NLI based models perform
better in all cases, in concordance with previous
works (Wang et al., 2021a). However, additional
TE data (NLI vs NLI*) does not seem to be very
useful for the task. Finally, the results shows that
the domain hints in the gloss affects significantly
to the performance, specially in WordNet Domains,
where the labels are very fine-grained.

Do Language Models know about Word Senses?
Figure 5 shows the results for each of the WSD



Figure 4: Results on Domain Labelling task for three different domain inventories.

Figure 5: Word Sense Disambiguation results for the three systems in the 5 evaluation datasets. The red line
indicates the state-of-the-art supervised scores and the blue line the scores obtained by random guessing.

datasets along with random and supervised base-
lines. In general, the results suggest that in fact
the Language Models know about senses. While
still far from a supervised upper-bound, the three
models have shown significantly better perfor-
mance than a random classifier. Moreover, for
the SemEval-15 task the models achieve a perfor-
mance close to the upper-bound. Comparing the
NSP model against the NLI models, the same pat-
tern as in the Domain Labelling task occur, the NLI
models are better in all scenarios. If we compare
both TE models, both perform similarly when the
sentence prompt is used, for the word prompt in-
stead the NLI model shows slightly better results.
Overall, the best combination is NLI model with
the word prompt.

Do Language Models perform differently de-
pending on the word category? To answer this
question we report the results grouped by the word
category in the Table 3. The table reports the same
results as Figure 5 except for the supervised upper-
bound which has not been reported by Lacerra et al.
(2020) under this setting. We also report the micro-
averaged F1-Score for all categories, allowing us
to clearly compare all the systems. Considering
the results, the NLI model with the word prompt is
again the best performing system across all word
categories. Comparing the NLIword model against

Model Noun Adj Verb Adv All

Random 40.7 48.4 23.7 59.1 38.8

Sentence prompt

NSP 60.3 84.9 50.4 86.6 62.6
NLI 64.3 86.2 54.8 86.4 66.1

NLI* 65.0 85.9 55.0 85.3 66.4

Word prompt

NSP 59.4 84.8 50.2 86.4 61.9
NLI 66.2 86.8 57.0 87.3 67.8

NLI* 65.3 85.5 55.7 85.5 66.8

Table 3: F1-Scores per word category

the random baseline we can observe a high correla-
tion in the scores, which suggest that the errors on
each category depend more on the task difficulty
rather than specific language model issues.

To what extent does the performance on Do-
main Labelling affects WSD? As we are fram-
ing WSD as a Domain Labelling problem, it is
intuitive to think that the performance on Domain
Labelling can affect the performance on WSD. The
evaluation we carried out in both tasks have a com-
mon label space, and therefore, we can compute the
correlation between label scores. For each label,



Figure 6: F1 correlation between Domain Labelling and
WSD tasks.

Dom Lab. WSDsent WSDword

Dom Lab. 1.00 0.32 0.41
WSDsent 0.32 1.00 0.81

WSDword 0.41 0.81 1.00

Table 4: Spearman’s correlation of F1-Scores between
tasks using shared labels. The scores correspond to the
NLI model.

we compared the F1-score obtained on Domain
Labelling and WSD tasks. Figure 6 shows the per-
domain F1 scores on Domain Labelling and WSD
tasks, each point represents the F1 obtained on a
specific label. In the figure, we included the F1 for
both sentence prompt and word prompt systems.
The results shows very little correlation between
both tasks. The Table 4 shows the Spearnman’s cor-
relation for each task pair. The results again shows
that both tasks are poorly correlated, even when
we use the same prompt. However, this compari-
son might not be completely fair, there are 2 main
reasons that could affect the results: the Domain
Labelling glosses have a particular structure and
different from WSD contexts, also, on WSD the
system needs to predict the correct among possible
labels rather than all the label space as in Domain
Labelling. We should take into consideration those
differences at the time of interpreting the results.

6 Related Work

Word Sense Disambiguation Approaches to
WSD range from supervised that only use anno-
tated data (Agirre et al., 2014; Hadiwinoto et al.,
2019; Bevilacqua and Navigli, 2019) to knowledge-
based (Moro et al., 2014; Agirre et al., 2014;

Scozzafava et al., 2020), as well as approaches
that combine supervised and knowledge-based ap-
proaches (Kumar et al., 2019; Bevilacqua and Nav-
igli, 2020; Blevins and Zettlemoyer, 2020; Conia
and Navigli, 2021; Barba et al., 2021).

Knowledge-based approaches employ graph al-
gorithms on a semantic network (Moro et al., 2014;
Agirre et al., 2014; Scozzafava et al., 2020), in
which senses are connected through semantic rela-
tions and are described with definitions and usage
examples. Unfortunately, their independence from
annotated data comes at the expense of perform-
ing worse than supervised models (Pilehvar and
Navigli, 2014).

Supervised approaches frame the task as a clas-
sification problem and use available annotated data
to learn mapping the words in context to senses.
Before supervised neural models emerged as state
of the art in NLP, the task of supervised WSD was
performed based on a variety of lexico-syntantic
and semantic feature representations that are fed
to a supervised machine learning classifier (Zhong
and Ng, 2010). Instead, current state-of-the-art su-
pervised models rely on the use of pretrained Trans-
formers as core architecture of the model. Among
these models we can find approaches that exclu-
sively use annotated data to learn effective repre-
sentations of the target word in context and feed it
to some classification head (Raganato et al., 2017;
Hadiwinoto et al., 2019; Bevilacqua and Navigli,
2019; Conia and Navigli, 2021).

Some approaches have shown that an effec-
tive way to improve sense representation is to
exploit the glosses provided by the sense in-
ventories. Gloss representation are then incor-
porated to the sense embedding (Peters et al.,
2018), in which the most probable sense is re-
trieve according to the similarity with the given
context. Multiple works have been shown ef-
fective in WSD such as LMSS (Loureiro and
Jorge, 2019), SensEmBERT (Scarlini et al., 2020a),
ARES (Scarlini et al., 2020b), SREF (Wang and
Wang, 2020), EWISE (Kumar et al., 2019) and
EWISER (Bevilacqua and Navigli, 2020), among
many others. Glosses have also been exploited in
sequence-tagging approaches (Huang et al., 2019;
Yap et al., 2020), where the task is framed as se-
quence classification problem (Barba et al., 2021).
In a similar manner, (Bevilacqua and Navigli, 2020)
propose a generative approach to cast WSD as se-
quence classification problem. In adition to glosses,



other approaches presented ways to make use of
the knowledge encoded in KBs such as WordNet.
For instance, (Loureiro and Jorge, 2019; Wang and
Wang, 2020) propagate sense embeddings using
WordNet as a graph. Please refer to (Bevilacqua
et al., 2021) to obtain further details of the recent
trends in WSD.

Prompting Language Models has changed the
paradigm of how Language Models can be used
to extract even more potential from them. Ini-
tially with very large LM like GPT-3 (Brown et al.,
2020) and later with smaller ones (Gao et al., 2021)
prompts allowed the models to perform zero or
few-shot classifications with simple natural lan-
guage. This ability also allowed models to improve
performance on data-scarce problems by large mar-
gin (Le Scao and Rush, 2021; Min et al., 2021;
Liu et al., 2022a). These prompts can be discrete
(Gao et al., 2021; Schick and Schütze, 2021a,b,c)
close to natural language or continuous (Liu et al.,
2022b) close to other efficient deep learning meth-
ods like Adapters (Pfeiffer et al., 2020). Closer to
our work, Textual Entailment (Dagan et al., 2006)
has been used as a source of external supervision
to solve several text classification tasks (Yin et al.,
2019, 2020; Wang et al., 2021b; Sainz and Rigau,
2021; McCann et al., 2018; White et al., 2017),
Named Entity Recognition (Li et al., 2022a; Poliak
et al., 2018; Yang et al., 2022), Relation Extrac-
tion (Levy et al., 2017; Sainz et al., 2021), Event
Extraction (Lyu et al., 2021), Event Argument Ex-
traction (Sainz et al., 2022a,b), Intent Classifica-
tion (Xia et al., 2021), Aspect-based Sentiment
Analysis (Shu et al., 2022) and many more.

Domain Inventories. Domain information was
added to Princeton WordNet (Fellbaum, 1998)
since version 3.0. In total 440 topics were rep-
resented as a synsets in the graph. The topic label
assignment was achieved through pointers from
source synsets to target synsets. Being the most
frequent topic is LAW, JURISPRUDENCE. How-
ever, the manual assignment of topic labels to
synsets in WordNet is very costly. As a conse-
quence, semi-automatic methods were developed.
For instance, WordNet Domains (Bentivogli et al.,
2004) is a semi-automatically annotated domain
inventory that labels WordNet synsets with 165 hi-
erarchically organised domains. The use of domain
inventories such as WordNet Domains, allowed to
reduce polysemy degree of WordNet synsets by

grouping those that belong to the same domain
(Magnini et al., 2002). However, far from being
perfect, many synsets were labelled as FACTOTUM,
meaning that the synset cannot be labelled with a
particular domain. Several works were proposed
to improve WordNet Domains, such as eXtended
WordNet Domains (González-Agirre et al., 2012;
González et al., 2012), that applied graph-based
methods to propagate the labels through the Word-
Net structure.

Domain information is not only available in
WordNet, for example IATE1 is a European Union
inter-institutional terminology database. The do-
main labels of IATE are based on the Eurovoc the-
saurus2 and were introduced manually. More re-
cently, several new domain inventories appeared,
such as BabelDomains (Camacho-Collados and
Navigli, 2017) or Coarse Sense Inventory (Lacerra
et al., 2020).

7 Conclusions

In this work we present an evaluation approach
to test Language Models on the tasks of Domain
Labelling and Word Sense Disambiguation with-
out annotated data requirements. For the WSD
task we followed Lacerra et al. (2020) to reduce
the granularity level. Our results showed that the
Language Models we tested here have some no-
tion of word senses. They easily outperformed the
baseline, and sometimes almost reached to super-
vised systems performance. In addition, our further
analysis shows that there is very low error prop-
agation from Domain Labelling to WSD as their
errors are poorly correlated. For the future, we plan
to evaluate larger Language Models on the task to
try to understand to what extent scaling these LMs
affects to sense recognition.
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