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This  article  presents  a multiclassifier  approach  for  multiclass/multilabel  document  categorization  prob-
lems. For  the  categorization  process,  we  use  a reduced  vector  representation  obtained  by  SVD  for  training
and testing  documents,  and a set of  k-NN classifiers  to predict  the category  of test  documents;  each  k-NN
classifier  uses  a reduced  database  subsampled  from  the original  training  database.  To  perform  multil-
abeling  classifications,  a new  approach  based  on Bayesian  weighted  voting  is  also  presented.  The  good
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results  obtained  in the  experiments  give  an  indication  of  the  potential  of the  proposed  approach.
© 2011  Elsevier  B.V. All  rights  reserved.
istance based classifiers

. Introduction

Document categorization, the assignment of natural language
exts, according to their content, to one or more predefined
ategories is an important component in many information organi-
ation and management tasks. Researchers have concentrated their
fforts on finding the appropriate way to represent documents,
ndex them and construct classifiers to assign each document to
he correct categories. Both, document representation and classifi-
ation method are crucial steps in the categorization process, and
hey are the object of this paper.

With respect to document representation, in order to obtain
he vector representation of documents latent semantic indexing
LSI) [6],  a variant of the vector space model, is used. This tech-
ique compresses vectors representing documents into vectors of

 lower-dimensional space. LSI, which is based on singular value
ecomposition (SVD) of matrices [1], has the ability to extract the
elations among words and documents by means of their context
f use, and has been successfully applied to Information Retrieval
asks.
Please cite this article in press as: A. Zelaia, et al., A multiclass/multilabe
in a reduced dimension. Appl. Soft Comput. J. (2011), doi:10.1016/j.as

Once the representation of the documents is determined, a mul-
iclassifier [14] is used to perform the categorization process. We
se different training databases obtained from the original one by
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ierra).

568-4946/$ – see front matter © 2011 Elsevier B.V. All rights reserved.
oi:10.1016/j.asoc.2011.06.002
random subsampling, and a category prediction is given for each
of them. Finally, to make the category predictions of testing doc-
uments, we use a model inspired in bagging [2] which uses k-NN
classifiers [4].

Document representation and categorization do not solve the
problem of multilabeling; the fact that one document can effec-
tively belong to more than one of the categories considered. The
most widely used technique for multilabeling in the literature is
based on a binary selection for each category, where each docu-
ment is tested as belonging or not to each category. In this paper
we propose a new approach to multilabeling based on Bayesian
voting.

The experiment presented in this article has been evaluated for
Reuters-21578 standard document collection.1 Keeping in mind
the results published in the most recent literature, and having
obtained promising results in our experiments, we consider the
new categorization method presented in this article an interesting
contribution for text categorization tasks.

The remainder of this article is organized as follows:
Section 2 discusses related work on document categorization
for Reuters-21578 collection. Section 3 presents our approach
to the multiclass/multilabel text categorization. In Section 4
the experimental setup is introduced, and details are provided
l document categorization system: Combining multiple classifiers
oc.2011.06.002

about the Reuters database, the preprocessing applied and the
parameters to tune. The parameter tuning process is explained in
detail in Section 5, and the experimental results are presented and

1 http://daviddlewis.com/resources/testcollections.
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iscussed in Section 6. Finally, Section 7 contains some conclusions
nd comments on future work.

. Related work

Text categorization consists in assigning predefined categories
o text documents. In the past two decades, document categoriza-
ion has received much attention and a considerable number of

achine learning based approaches have been proposed. A good
utorial on the state-of-the-art of document categorization tech-
iques can be found in [26].

In the document categorization task, different types of problems
an be found,

single-label vs. multilabel document categorization problems. In
single-label document categorization tasks exactly one category
is assigned to each document. In the multilabel case, categories
are not mutually exclusive because the same document may  be
relevant to more than one category (1 to m category labels may
be assigned to the same document, being m the total number of
predefined categories).
Binary classification problems vs. multiclass classification prob-
lems. In binary classification only two categories are involved.
Multiclass problems arise when a document can be categorized
under more than 2 categories.

Most of the classification systems which handle multilabel data
n a multiclass problem decompose the multiclass problem into

ultiple, independent binary classification problems [16]. In this
rticle we present a classifier which handles multilabel data in a
ulticlass problem; first, it produces a ranking of possible labels

or a given document, expecting that the appropriate labels will
ppear at the top of the ranking. Then, it selects the number of
abels to assign to a document (one or two). See also [20] and [36].

In order to reduce the feature vector representation, many
uthors use the SVD technique in text categorization problems [32]
nd [21].

For experimentation purposes, there are standard document
ollections available in the public domain that can be used for
ocument categorization. The most widely used is Reuters-21578
ollection, which is a multiclass (135 categories) and multilabel
the mean number of categories assigned to a document is 1.2)
ataset. Many experiments have been carried out for the Reuters
ollection. However, they have not been performed under the
ame experimental conditions. So, it is difficult to establish com-
arisons among them. In order to overcome this problem and to

ead researchers to use the same training/testing divisions, the
euters documents have been specifically tagged, and researchers
re encouraged to use one of these divisions. In our experiment we
sed the “ModApte” split [19].

In this section, the category subsets, evaluation measures and
esults obtained in the past and in recent years for Reuters-21578,
odApte split are analyzed.

.1. Category subsets

Concerning the evaluation of the classification system, the TOP-
CS group of categories that labels Reuters dataset contains 135
ategories. However, since many of the categories do not appear
Please cite this article in press as: A. Zelaia, et al., A multiclass/multilabe
in a reduced dimension. Appl. Soft Comput. J. (2011), doi:10.1016/j.as

n any of the documents, and given that inductive based learn-
ng classifiers learn from training examples, these categories are
ot usually considered at evaluation time. The most widely used
ubsets are the following:
 PRESS
puting xxx (2011) xxx–xxx

• Top-10: It is the set of the 10 categories which have the highest
number of documents in the training set.

• R(90): It is the set of 90 categories which have at least one docu-
ment in the training set and one in the testing set.

• R(115): It is the set of 115 categories which have at least one
document in the training set.

In order to analyze the relative hardness of the three category
subsets, a very recent article has been published by Debole and
Sebastiani [5] where a systematic comparative experimental study
has been carried out.

The results of the classification system proposed in this article
are evaluated according to these three category subsets; once all
the test documents have been classified, the evaluation measure is
calculated for Top-10, R(90) and R(115).

2.2. Evaluation measures

The evaluation of a text categorization system is usually done
experimentally by measuring its effectiveness, i.e. average correct-
ness of the categorization. In binary text categorization, two known
statistics are widely used to measure this effectiveness: precision
and recall. Precision (Preci) is the percentage of documents cor-
rectly classified into a given category ci, and recall (Reci) is the
percentage of documents belonging to a given category ci that are
indeed classified into it.

Preci = TPi

TPi + FPi
Reci = TPi

TPi + FNi

where TPi are true positives—documents correctly deemed to
belong to ci; FPi are false positives—documents incorrectly deemed
to belong to ci; and FNi are false negatives—documents incorrectly
deemed not to belong to ci.

In general, there is a trade-off between precision and recall.
Thus, a classifier is usually evaluated by a measure which combines
precision and recall. Various such measures have been proposed
along the years. The breakeven point (BEP), the value at which
precision equals recall, has been frequently used during the past
decade. However, it has been recently criticized by its proposer
([26], footnote 19). Nowadays, the F1 score is more frequently used.
The F1 score combines recall and precision with an equal weight.
Given that Preci and Reci have been calculated for a given category
ci, the F1 score for category i is calculated as follows:

Fi
1 = 2 · Preci · Reci

Preci + Reci

Since precision and recall are defined only for binary classification
tasks, for multiclass problems results need to be averaged to get a
single performance value. This is done by calculating the microav-
erage and macroaverage of results. In microaveraging, which is
calculated by globally summing over all individual cases, categories
count proportionally to the number of their positive testing exam-
ples. In macroaveraging, which is calculated by averaging over the
results of the different categories, all categories count the same.
Being |C| the total number of categories in the multiclass prob-
lem, microaveraging (F�

1 ) and macroaveraging (FM
1 ) are calculated

as follows:

2
|C|∑

TPi

|C|∑
Fi

1

l document categorization system: Combining multiple classifiers
oc.2011.06.002

F�
1 = i=1

2
|C|∑

i=1

TPi +
|C|∑

i=1

FPi +
|C|∑

i=1

FNi

FM
1 = i=1

|C|

dx.doi.org/10.1016/j.asoc.2011.06.002
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Table  1
Some results reported for the Reuters-21578, ModApte split.

Type Results reported by Measure R(90) Top-10

SVM Joachims [16] BEP 86.4 –
SVM Dumais et al. [9] BEP 87.0 92.0
Commitee Weiss et al. [28] BEP 87.8 –

MFoM Gao et al. [11] F�
1 88.42 93.07

SVM Kim et al. [17] F�
1 87.11 92.21

SVM Gliozzo and Strapparava [13] F�
1 – 92.80

Combination Debole and Sebastiani [5] F� 78.7 85.20
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ee [5,30] for a more detailed explanation of the evaluation
easures mentioned above. Results presented in this article are
icroaveraged (F�

1 ) and macroaveraged (FM
1 ) F1 scores.

.3. Comparative results

Sebastiani [26] presents a table which lists results of experi-
ents for various training/testing divisions of Reuters. Although

he results listed by Sebastiani are microaveraged breakeven point
BEP) measures, and consequently, are not directly comparable to
he ones presented in this article, we want to point out some of
hem.

In Table 1 some of the best results reported for the Reuters-
1578, ModApte split are summarized. In the first part of the table,
he three best results reported in [26] have been extracted. Two of
hem have been obtained by using support vector machines and
he third one by using a commitee of multiple decision trees. As
e have said earlier, they are microaveraged BEP measures. In the

econd part of the table, more recent microaveraged F1 scores are
ncluded. MFoM learning approach has been used in [11,12], SVMs
n [17] and domain kernel inside a SVM in [13]. Results reported by
5] give the average effectiveness of any combination of a learning

ethod, a term selection function, a reduction factor and a term
eighting policy.

Results for each one of the 10 most frequent categories can
lso be found in the literature. To facilitate the comparison of
esults, some of them are shown in Section 6 together with the
nes obtained in our experiment.

. Proposed approach

In this article we propose a multiclassifier based document cat-
gorization system which classifies documents represented in a
educed dimensional vector space. Different training databases are
enerated from the original training dataset in order to construct
he multiclassifier. The k-NN classification algorithm is used which,
ccording to each training database, makes a prediction for the
esting documents. Finally, a Bayesian voting scheme is used to
efinitively assign category labels to the testing documents.

In the rest of this section, we provide details of our classi-
cation system proposal, particularly the way we  construct the
ulticlassifier and how we obtain and combine the category

abel predictions. We  also explain why and how we perform
he dimensionality reduction to the vectors which represent
ocuments.
Please cite this article in press as: A. Zelaia, et al., A multiclass/multilabe
in a reduced dimension. Appl. Soft Comput. J. (2011), doi:10.1016/j.as

.1. The SVD dimensionality reduction technique

The classical vector space model (VSM) has been successfully
mployed to represent documents in text categorization tasks. The
Fig. 1. Vectors in the VSM are projected to the reduced space by using SVD.

newer method of latent semantic indexing (LSI)2[6] is a variant
of the VSM [25] in which documents are represented in a lower
dimensional space by applying the singular value decomposition
(SVD) technique. LSI is based on the assumption that there is an
underlying latent semantic structure in the term-document matrix
that is corrupted by the wide variety of words used in documents.
This is referred to as the problem of polysemy and synonymy. The
basic idea is that if two  document vectors represent two  very sim-
ilar topics, many words will co-occur on them, and they will have
very close semantic structures after dimension reduction.

The SVD technique consists in factoring the term-document
matrix M into the product of three matrices, M = U�VT where ˙
is a diagonal matrix of singular values in non-increasing order, and
U and V are orthogonal matrices of singular vectors (term and doc-
ument vectors, respectively). Matrix M can be approximated by a
lower rank Mp which is calculated by using the p largest singu-
lar values of M.  This operation is called dimensionality reduction,
and the p-dimensional space to which document vectors are pro-
jected is called the reduced space. The right dimension p must be
chosen for successful application of the LSI/SVD technique. How-
ever, since there is no theoretical optimum value for p, potentially
expensive experimentation may  be required to determine it. A very
good overview about the SVD technique and the way  it is used in
information retrieval systems can be found in [1].

For document categorization purposes [8],  the testing document
q is also projected to the p-dimensional space, qp = qT Up�−1

p , and
the cosine is usually calculated to measure the semantic similar-
ity between training and testing document vectors. The use of this
reduced dimensional vector representation facilitates conceptual
indexing, so that related documents which may  not share common
terms are still represented by nearby vectors in a p-dimensional
vector space.

In Fig. 1 an illustration of the document vector projection can
be seen. Documents in the training collection are represented by
using the term-document matrix M,  and each one of the documents
is represented by a vector in the R

m vector space like in the tradi-
l document categorization system: Combining multiple classifiers
oc.2011.06.002

tional vector space model (VSM) scheme. Then, the dimension p is
selected, and by applying SVD vectors are projected to the reduced

2 http://lsi.research.telcordia.com, http://www.cs.utk.edu/ lsi.

dx.doi.org/10.1016/j.asoc.2011.06.002
http://lsi.research.telcordia.com
http://www.cs.utk.edu/~lsi
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the testing sets is very unbalanced: the 10 most frequent cate-
gories, Top-10, account for 75% of the training documents; the rest
is distributed among the other 108 categories.4
ig. 2. The k-NN classifier is applied to qp testing document and c category label is
redicted.

pace R
p. Documents in the testing collection will also be projected

o the same reduced space.

.2. The k nearest neighbor classification algorithm (k-NN)

k-NN is a distance based classification approach. According to
his approach, given an arbitrary testing document, the k-NN clas-
ifier ranks its nearest neighbors among the training documents,
nd uses the categories of the k top-ranking neighbors to predict the
ategories of the testing document [4].  In the approach presented
n this article, the training and testing documents are represented
s reduced dimensional vectors in the lower dimensional space,
nd in order to find the nearest neighbors of a given document, the
osine similarity measure is calculated.

In Fig. 2 an illustration of this phase can be seen, where some
raining documents and a testing document qp are projected in the
educed space R

p. The nearest to the qp testing document are con-
idered to be the vectors which have the smallest angle with respect
o qp, and thus the highest cosine. According to the category labels
f the nearest documents, a category label prediction, c, will be
ade for testing document qp. Given the reduced size of the train-

ng database used, and to look for a variability in category labels, we
et k to 1. This implies that the k-NN classifier will give a category
abel prediction based on the categories of the nearest one.

We  decided to use the k-NN classifier because it performs best
mong the conventional methods [16,30,27,31] on the Reuters-
1578 database and because we obtained good results in our
revious work on text categorization for documents written in
asque [33]. Besides, the k-NN classification algorithm can be eas-

ly adapted to multiclass/multilabel categorization problems such
s Reuters.

.3. The induction and combination of multiple classifiers

The combination of multiple classifiers consists in applying dif-
erent classifiers to the same classification task and in combining
heir outcome appropriately. By doing so, a better performance
han that of any of the individual components is sought [14]. There
re different ways to combine classifiers which improve accuracy
ver single classifiers. To decide which classifiers to use and how
o combine the different outcomes becomes extremely relevant.
oncerning the classifiers choice, several approaches have been
tudied, among them: bagging [2],  which uses more than one model
f the same paradigm in order to reduce errors; boosting [10], in
hich a different weight is given to different training documents;

andom forests [3],  an improvement over bagging; bi-layer clas-
ifiers [29], where different models from different paradigms are
ombined in a parallel mode to obtain individual decisions to be
Please cite this article in press as: A. Zelaia, et al., A multiclass/multilabe
in a reduced dimension. Appl. Soft Comput. J. (2011), doi:10.1016/j.as

sed as predictor variables for a new classifier which makes the
nal decision. There are other combination approaches in serial
r semi-parallel architectures [22]. A good review about classifier
ombination methods can be found in [18].
 PRESS
puting xxx (2011) xxx–xxx

Methods for voting classification algorithms have been shown
to be very successful in improving the accuracy of single classi-
fiers. Typically, three patterns are used: unanimity, simple majority
and plurality. As a multiclass problem is to be dealt with, plural-
ity seems to be the most appropriate method. Within the different
approaches present in the literature (Weighted Linear Combina-
tion, Dynamic Classifier Selection, Naive Bayesian voting, etc.) [26],
and due to the characteristics of the categorization task, a Bayesian
Weighted voting system has been used in this paper [15].

In our experiment we  decided to construct a multiclassifier via
bagging. In bagging, a set of training databases is generated by
selecting n training documents randomly with replacement from
the original training database TD of n documents. When a set of
n1 < n training documents is chosen from the original training col-
lection, the bagging is said to be applied by random subsampling
[2]. This is the approach used in our work and the n1 parameter
has been selected via tuning. In Section 4.3 the selection will be
explained in a more extended way.

Given a testing document q, each one of the classifiers will make
a label prediction based on each one of the training databases.
Regarding the combination of the different outcomes, it has to be
pointed out that single voting scheme obtains worse results than
Bayesian voting in the experiments carried out. In Bayesian voting
[7], a confidence value cvi

cj
is calculated for each training database

and category cj to be predicted. These confidence values have been
calculated based on the training collection. Confidence values are
added by category; the category cj that gets the highest value is
finally proposed as a prediction for the testing document.

In Fig. 3 an illustration of the whole experiment can be seen.
First, vectors in the VSM are projected to the reduced space by using
SVD. Next, random subsampling is applied to the training database
TD to obtain different training databases. Then the k-NN classifier
is applied to each one of the training databases TD1, . . .,  TDL to
make category label predictions. Finally, Bayesian voting is used to
combine predictions. c′ will be the final category label prediction
of the categorization system for testing document q. In some cases,
a second category label c′′ will also be assigned to the testing doc-
ument. The conditions required to give this second category label
prediction are explained in Section 4.3.

4. Experimental setup

In this section we describe the document collection used in our
experiment and give an account of the preprocessing techniques
applied and the parameters tuned.

4.1. Document collection

As previously mentioned, the experiment reported in this arti-
cle was carried out for the Reuters-21578 dataset3 compiled by
David Lewis and originally collected by the Carnegie group from
the Reuters newswire in 1987. One of the most widely used train-
ing/testing divisions is used, the “ModApte” split, in which 75%
of the documents (9603 documents) are selected for training and
the remaining 25% (3299 documents) to test the accuracy of the
classifier.

Document distribution over categories in both the training and
l document categorization system: Combining multiple classifiers
oc.2011.06.002

3 http://daviddlewis.com/resources/testcollections.
4 It has to be noted that unlabeled documents have been preserved, and thus, our

classification system treats unlabeled documents as documents of a new category.

dx.doi.org/10.1016/j.asoc.2011.06.002
http://daviddlewis.com/resources/testcollections
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Fig. 3. Proposed approach for multiclas

According to the number of labels assigned to each document,
any of them (19% in training and 8.48% in testing) are not assigned

o any category, and some of them are assigned to 12. We  decided
o keep the unlabeled documents in both the training and testing
ollections, as it is suggested in [19].5

.2. Preprocessing

The original format of the text documents is in SGML. A prepro-
essing was performed to filter out the unused parts of a document.
nly the title and the body text were preserved, punctuation and
umbers were removed and all letters were converted to lower-
ase. The tools provided in the web6 were used to extract text and
ategories from each document. Moreover, the training and testing
ocuments were stemmed by using the Porter stemmer [23].7 By
oing so, case and flection information were removed from words.
he experiment was carried out for the two forms of the document
ollection: the Bag-of-Words (BoW) and the Bag-of-Stems (BoS).

For the dimension reduction, it has to be noted that after
reprocessing was applied, the training document collection was
epresented by 15,591 features, and so, the size of the training
atrix created was 15, 591 × 9603 for the BoW corpus. After apply-

ng the Porter stemmer, the number of features was reduced to
1,114, and a matrix of 11, 114 × 9603 was obtained for the BoS cor-
us. By applying the SVD, the number of features in both corpora
as reduced significantly. Experiments have been performed for
imensions p = 100, . . .,  1000, although in this article we only pub-

ish results obtained for p = 100, 300, 500, because results obtained
Please cite this article in press as: A. Zelaia, et al., A multiclass/multilabe
in a reduced dimension. Appl. Soft Comput. J. (2011), doi:10.1016/j.as

or higher dimensions were less significant.
Thus, and as a consequence of having two forms of the document

ollection (BoW and BoS) and three different dimensions (p = 100,

5 In the “ModApte” Split section it is suggested as follows: “If you are using a
earning algorithm that requires each training document to have at least TOPICS
ategory, you can screen out the training documents with no TOPICS categories.
lease do NOT screen out any of the 3299 documents—that will make your results
ncomparable with other studies.”

6 http://www.lins.fju.edu.tw/ tseng/Collections/Reuters-21578.html.
7 http://tartarus.org/martin/PorterStemmer/.
ltilabel document categorization tasks.

300, 500), we  have six different representations of documents:
BoW-100, BoW-300, BoW-500, BoS-100, BoS-300 and BoS-500. The
experiment was performed and results evaluated for each one of
the six different representations. In the illustration of the experi-
ment in Fig. 3, each one of the six representations corresponds to
the original training database (TD) to which random subsampling
is applied.

4.3. Parameters

In the experimental approach proposed in this article, there
were some decisions that needed to be made. We  had to determine

(1) how many documents should be selected from the TD to create
each one of the training databases: parameter n1;

(2) which were the cases when a second category label should
be assigned to a testing document after Bayesian voting was
applied: parameter �;

(3) which was the appropriate number of training databases that
should be created: parameter L.

Therefore, a parameter tuning phase was  carried out in order to
fix the three parameters. This parameter tuning phase was not car-
ried out based on the Reuters original training/testing document
collections. Instead, a training subcollection (75%, 7242 docs.) and
a validation subcollection (25%, 2361 docs.) were created randomly
from the original training document collection of 9603 documents.
This subdivision preserved the proportion of documents by cate-
gory in the original training document collection. For categories
with a very low number of documents (less than 4), at least one
document in the training subcollection was kept.

In the following subsections, the three parameters are briefly
introduced and in the next section the tuning process is explained
in more detail.
l document categorization system: Combining multiple classifiers
oc.2011.06.002

4.3.1. The size of each of the training databases: parameter n1
As it was mentioned earlier, the multiclassifier is implemented

by random subsampling, where a set of n1 < n training documents
is chosen from the original training collection of n documents

dx.doi.org/10.1016/j.asoc.2011.06.002
http://www.lins.fju.edu.tw/~tseng/Collections/Reuters-21578.html
http://tartarus.org/martin/PorterStemmer/
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Fig. 4. Tuning of

t random (n = 7242 during the tuning phase, n = 9603 during
he experimental phase). Consequently, the size of each training
atabase will vary depending on the value of n1. The selection of
ifferent numbers of documents was experimented, according to
he following equation:

1 =
115∑

i=1

(2 + � ti

j
�), j = 5, . . . , 100 (1)

here ti is the total number of training documents in category ci.
ote that values for ti vary depending on the training document
ollection referred to, i.e. the original or the subcollection created
or the tuning phase.

By dividing ti by j, the number of documents selected from each
ategory preserves the proportion of documents per category in the
riginal one. However, it has to be taken into account that some of
he categories have a very low number of documents assigned to
hem. By adding 2, at least 2 documents will be selected from each
ategory. In Fig. 4(a) the variation of the parameter n1 depending
n the value of j is outlined.

.3.2. The threshold for multilabeling: parameter �
Being Reuters-21578 a multilabel database, we  decided to con-

truct a classifier that, in some cases, assigns a second category label
o a testing document. The multilabeling ratio we  define is based
n confidence values which are calculated in the following way: by
sing the training data, a missclassification matrix is constructed
or each of the classifiers, where value in row m column n repre-
ents the number of documents that, belonging to class n have been
lassified as being of class m.  The confidence value cvcm for category
m is the percentage of documents correctly classified into a given
ategory cm among those classified as belonging to this category
m. These confidence values are used as a weight value in Bayesian
oting. Given that c′ is the category with the highest confidence
alue in Bayesian voting and c′′ the next one, the second category
abel c′′ is assigned when the following relation is true:

vc′′ > cvc′ × �, � = 0.1, 0.2, . . . , 0.9, 1 (2)

y applying Eq. (2),  and depending on the value of parameter �,
he difference between the confidence values calculated for cat-
gories c′ and c′′ is measured. The lowest multilabeling ratio is
btained when � = 1, in which case the classifier becomes single-
abel because the relation in the equation will never be hold. By
Please cite this article in press as: A. Zelaia, et al., A multiclass/multilabe
in a reduced dimension. Appl. Soft Comput. J. (2011), doi:10.1016/j.as

educing the value of parameter �, different thresholds for the
ultilabeling ratio are experimented. In Fig. 4(b) the variation of

he multilabeling ratio depending on the value of parameter � is
utlined.
eters n1 and �.

4.3.3. The number of classifiers: parameter L
The classification approach presented in this article is based on

the construction of a multiclassifier which uses different training
databases to make category label predictions. The number of classi-
fiers to construct is a parameter that needs to be tuned. Given that
it is computationally too expensive to tune the three parameters
at the same time, we decided to tune parameter L after the rest of
parameters were tuned and set to their optimal values. So, based on
our previous work [34], we  decided to create 30 training databases
and to tune parameters n1 and � previously introduced. Once n1
and � were set to their optimal values, parameter L was tuned by
creating different numbers of training databases, ranging L from 10
to 300.

5. Parameter tuning

5.1. Tuning the parameter n1: the size of each training database

In order to decide the optimal value for parameter n1, the clas-
sification experiment was  carried out varying j from 5 to 100
according to Eq. (1).  Results obtained by using the multiclassifier
system composed by 30 k-NN single classifiers appear graphically
represented in Fig. 5. In fact, graphics are restricted to the range of
parameter j where best results were obtained: j = 5, . . .,  20.

A first glance at the graphics leads us to pay attention to Fig. 5(c)
and (d) where the highest results for Top-10, R(90) and R(115) are
obtained. Actually, the best ones for R(90) are obtained for the BoS-
300 validation subcollection (an average microaveraged F1 score
of 87.57%), even though they are just slightly better than the ones
obtained for the BoW-300 subcollection (87.42%); they both cor-
respond to j = 15 (see discontinuous lines drawn in the graphics).
According to Eq. (1),  this implies that each of the training databases
will be created by selecting n1 = 766 documents in the tuning phase
(see discontinuous line in Fig. 4(a)). It has to be noted that, being j
the first parameter to be tuned, results depicted in Fig. 5 correspond
to the average of the results obtained for � = 0.1, . . .,  1.

5.2. Tuning the parameter �: the threshold for multilabeling

The tuning of parameter n1 in the previous subsection was
made based on the average of microaveraged F1 scores obtained for
� = 0.1, . . .,  1 and led us to set j to 15. In Table 2 results calculated for
the six forms of the document subcollections are shown explicitly
for j = 15. It can be seen that in most cases the results obtained by
using 300 dimensions are superior than the ones obtained by using
l document categorization system: Combining multiple classifiers
oc.2011.06.002

100 and 500 dimensions.
However, it is not clear whether the stemming process improves

results; by observing the average of results at the bottom of the
table, the best ones are obtained for the stemmed documents

dx.doi.org/10.1016/j.asoc.2011.06.002
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Fig. 5. Average microaveraged F1 scores measured for th

BoS-300, 87.57%), but they do not differ much from the ones
btained for the BoW-300 corpus (87.42%) (see also Fig. 5(c) and
d)). The best microaveraged F1 result in Table 2 without calculating
he average (88.96%) is obtained for the BoW-300 corpus.

In any case, the optimal results set parameter � to 0.2, which
Please cite this article in press as: A. Zelaia, et al., A multiclass/multilabe
in a reduced dimension. Appl. Soft Comput. J. (2011), doi:10.1016/j.as

ccording to Eq. (2),  gives a multilabeling ratio of 1.1 categories per
ocument in the validation subcollection (see Fig. 4(b)).

Given that the best results were obtained by using 300 dimen-
ions, on the remaining of the tuning phase and during the

able 2
icroaveraged F1 scores for j = 15 evaluated for the R(90) category subset by using

he validation subcollection of documents; tuning parameter �.

� BoS-100 BoS-300 BoS-500 BoW-100 BoW-300 BoW-500

0.1 87.28 88.42 87.90 86.85 88.46 87.89
0.2 87.68 88.83 88.54 87.30 88.96 88.65
0.3 87.37 88.73 88.55 87.03 88.42 88.42
0.4 86.87 88.40 88.06 86.74 87.97 87.73
0.5 86.60 87.93 87.70 86.34 87.63 87.24
0.6 86.32 87.48 86.93 86.12 87.19 86.86
0.7 86.07 86.98 86.75 85.87 86.77 86.35
0.8 86.00 86.49 86.50 85.68 86.43 86.28
0.9 85.68 86.37 86.32 85.53 86.34 86.06
1 85.57 86.08 86.14 85.40 86.04 85.80

Avg 86.54 87.57 87.34 86.29 87.42 87.13
dation subcollection of documents; tuning parameter j.

experimental phase, only the BoW-300 and BoS-300 corpora were
used.

5.3. Tuning the parameter L: the number of classifiers

Finally, and being aware that parameters n1 and � were tuned
by creating 30 training databases (L = 30), we  proceeded to opti-
mize the number of classifiers to create for the final multiclassifier
system, i.e. the number of individual k-NN algorithms to be used by
the multiclassifier in order to combine opinions by Bayesian voting.
The creation of different numbers of training databases, L = 10, . . .,
300 was  experimented, and results were evaluated for j = 15 and
� = 0.2.

Fig. 6 shows results obtained for both the BoS-300 and the
BoW-300 corpora. Graphics seem to suggest that a minimum num-
ber of classifiers (around 100) is needed for the multiclassifier
system to give promising results. For a higher number of clas-
sifiers, the behavior of the system seems to stabilize. The best
results for the R(90) category subset sets parameter L to 120 for
the BoS-300 corpus (89.86%) and L to 190 for the BoW-300 corpus
l document categorization system: Combining multiple classifiers
oc.2011.06.002

(89.52%). Once again, final results obtained for BoS-300 and BoW-
300 are very similar. That is why  it was decided to perform the
final experiment for both forms by creating 120 and 190 classifiers,
respectively.

dx.doi.org/10.1016/j.asoc.2011.06.002
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Fig. 6. Microaveraged F1 scores for j = 15 and � = 0.2: tuning parameter L.

Table 3
F1 scores for Reuters-21578, ModApte split obtained for BoS (Bag-of-Stems)
and BoW (Bag-of-Words) by using 300 dimensions in the reduced vector space
representation.

Our results Microaveraged scores Macroaveraged scores

Top-10 R(90) R(115) Top-10 R(90) R(115)

BoS-300 94.07 88.26 88.26 84.41 52.86 41.58
BoW-300 94.10 88.00 87.90 85.30 51.04 40.10
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Table 4
Best results found in the literature. Results in [5] show the mean of the scores
obtained by using different text classifiers.

Microaveraged scores

Results reported by Top-10 R(90) R(115)

Gao et al. [11] 93.07 88.42 –
Kim et al. [17] 92.21 87.11 –
Gliozzo and Strapparava [13] 92.80 – –
Yang and Liu [31] – 85.67 –
Schapire and Singer [27] – 85.30 –
Debole and Sebastiani [5] 85.20 78.70 78.40

T
R
B

Single-BoS-300 83.18 75.59 75.52 59.51 33.23 26.20
Single-BoW-300 82.78 75.26 75.22 59.13 33.92 26.74

. Experimental results

The final experiment was conducted with the optimal values for
arameters set in the previous section: j = 15, � = 0.2 and parameter

 = 120 for the BoS-300 and L = 190 for the BoW-300. Results pub-
ished in this section were calculated by evaluating results obtained
or the original Reuters-21578 training-testing document collec-
ions. This implies a variation on the final size of each training
atabase to n1 = 961 (see Eq. (1)).

Table 3 shows microaveraged and macroaveraged F1 scores
btained for the three category subsets. The first thing we want
o emphasize is that, as far as we know, the microaveraged eval-
ation for the Top-10 category subset we achieve is the best one
eported so far in the literature: 94.10% microaveraged F1 score for
oW-300 and 94.07% for BoS-300. Moreover, it has to be noted that
hese results were obtained by using a pure ModApte split, i.e. with-
ut eliminating unlabeled documents. In addition, it is important
o make clear that the evaluation was made after all documents in
he testing collection were classified.
Please cite this article in press as: A. Zelaia, et al., A multiclass/multilabe
in a reduced dimension. Appl. Soft Comput. J. (2011), doi:10.1016/j.as

Results obtained for the R(90) category subset are among the
est found in the literature (see Tables 3 and 4 to compare).
hey reach up to 88.26% microaveraged F1 score, although they
o not outperform results published in [11]. However, it should

able 5
esults for Reuters-21578, ModApte split, evaluated for the Top-10 category subset, rep
oW-300: our F1 results for BoW-300.

Category Train Test (a) (

Earnings 2877 1087 97.78 9
Acquisitions 1650 719 95.69 9
Money-fx 538 179 76.44 7
Grain 433 149 93.41 9
Crude 389 189 88.63 8
Trade 369 118 75.41 7
Interest 347 131 72.95 7
Ship  197 89 80.96 8
Wheat 212 71 89.59 8
Corn 182 56 89.43 8

Macroaveraged scores 86.03 8
Microaveraged scores 
be noted that in the aforementioned work unlabeled documents
were removed from training and testing document collections, and
that the classification process was  simplyfied by using only R(90)
categories.

Results obtained for the R(115) category subset are analogous
to the ones obtained for the R(90) subset as it could be expected,
since the difficulty of these subsets is similar.

Regarding the macroaveraged performance achieved by our
classification system, it can be said that even though the aim was
not to optimize macroaveraged results, the system presented in this
article behaves positively. Unfortunately, most of the researchers
do not report macroaveraged results and consequently it is not
easy to establish comparisons. In [11] a macroaveraged F1 score of
87.78% for the Top-10 subset and 55.57% for the R(90) is reported.
They are higher than the ones presented in this article, but once
again, it has to be taken into account that the ModApte split is
not used in the same way, and therefore, results are not directly
comparable.

Analyzing results obtained for BoS-300 and BoW-300, it can be
l document categorization system: Combining multiple classifiers
oc.2011.06.002

observed that the stemming process slightly improves results in
most of the cases (R(90) and R(115)). In our previous work [33] we

orted by: (a) [28], (b) [35], (c) [11], (d) [17], BoS-300: our F1 results for BoS-300,

b) (c) (d) BoS-300 BoW-300

8.4 97.9 98.25 99.45 99.45
5.4 96.8 95.57 98.47 97.86
6.0 82.6 75.78 89.58 89.84
0.3 90.6 92.88 88.37 87.21
4.9 89.7 88.11 89.87 89.65
6.3 80.7 75.32 89.54 90.76
5.7 79.2 77.99 83.06 85.83
3.6 87.8 84.09 75.86 73.61
8.5 87.0 84.14 68.53 71.53
8.1 89.1 87.27 61.36 67.31

5.72 88.14 85.94 84.41 85.30
93.07 92.21 94.07 94.10

dx.doi.org/10.1016/j.asoc.2011.06.002
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erified that gain is higher when the stemming process is applied
o a highly inflected language.

Results obtained by a single k-NN classifier (L = 1, � = 1) are
hown in Table 3, both for the stemmed (single-BoS-300) and
ot stemmed (single-BoW-300) corpus, in order to see to what
xtent the combination of multiple classifiers used in the exper-
ment increases results. Certainly, the use of the multiclassifier
ontributes to improve results considerably; from an increase of
ore than 10 points for the microaveraged F1 scores evaluated for

he Top-10 by using the BoS-300 corpus (from 83.18% to 94.07%) to
n increase of more than 26 points for the macroaveraged Top-10
oW-300 (from 59.13% to 85.30%).

In Table 5 the F1 scores for each one of the 10 most frequent
ategories are presented. Columns labeled as “Train” and “Test”
how the number of documents assigned to each category in the
euters-21578, ModApte split. The following four columns, labeled
s (a)–(d), show F1 scores reported in the literature. The last two
olumns, BoS-300 and BoW-300, present F1 scores obtained by
pplying the approach proposed in this article.

Results obtained for each of the 10 categories are, in general,
ery good. Values marked in bold (best results for each category)
how that, compared to the results published in the references
entioned in the table, our system obtains the best in 6 out of

0 of the categories. When these results are microaveraged, they
re still better than the ones reported by some of the researchers.
owever, when macroaveraged, results do not improve. This may
e because our classification system might not be suited for smaller
ategories i.e., “Wheat” and “Corn”.

. Conclusions and future work

In this article we present an approach for multiclass/multilabel
ocument categorization problems which consists in a multiclas-
ifier system based on the k-NN algorithm. The classifier was
valuated for the Reuters-21578, ModApte split testing collec-
ion, which is a multiclass and multilabel document collection. The

icroaveraged F1 scores obtained are among the best reported in
he literature, and the macroaveraged performance achieved by our
lassification system shows a positive behaviour.

Results obtained show that the construction of a multiclassifier,
ogether with the use of Bayesian voting to combine category label
redictions, plays an important role in the improvement of results.

A great methodological effort was put into the experimental
hase. There were some parameters that needed to be set, but it
as not possible to test all the possibilities because of computa-

ional load. To compensate, we decided to perform a tuning phase
n a sound way by setting parameter n1, � and L, in that order, to
heir optimal values.

We  also want to emphasize that we used the SVD dimensionality
eduction technique in order to reduce the vector representation
f documents. By doing so, documents that originally were repre-
ented by 15,000 features in the Bag-of-Words form and by 11,000
n the Bag-of-Lemmas simplify their representation to 300 features,
onsequently saving space and time.

As future work, we consider adapting the system in order to
hange the multilabeling ratio. In fact, our system assigns one
r two labels to each testing document, but changing parameter

 it should be possible to assign different numbers of labels to
ocuments. Thus, the system could be easily adapted to classify
ocuments in collections with a higher multilabeling ratio.

We  also intend to repeat the experiments for the RCV1 Reuters
Please cite this article in press as: A. Zelaia, et al., A multiclass/multilabe
in a reduced dimension. Appl. Soft Comput. J. (2011), doi:10.1016/j.as

orpus8 which consists of 800,000 manually categorized docu-
ents recently made available.

8 http://www.daviddlewis.com/resources/testcollections/rcv1/.
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