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Abstract

In this paper a multiclassifier based approach is presemted fvord
sense disambiguation (WSD) problem. A vector represemtasi used for
training and testing cases and the Singular Value Deconipo$SVD) tech-
nique is applied to reduce the dimension of the representaiihe approach
we present consists in creating a sekefIN classifiers and combining the
predictions generated in order to give a final word senseigiied for each
case to be classified. The combination is done by applyingia®an voting
scheme. The approach has been applied to a database of 10¢ nvade
available by the lexical sample WSD subtask of SemEval-Zti¥k 17) or-
ganizers. Each of the words was considered an independessifatation
problem. A methodological parameter tuning phase was egjh order to
optimize parameter setting for each word. Results achiavedimong the
best and make the approach encouraging to apply to other \&3.t

1 Introduction

Word sense disambiguation (WSD) is the problem of detemgimvhich sense of
a word is used when a word appears in a particular contextadh YWSD is an
important component in many information organization sasind fundamentally
consists in a classification problem: given some word-casteorresponding to
some possible senses, the WSD system has to classify arrexxceiof the word
into one of its possible senses.



In the approach presented in this paper, a vector repreigenigused for train-
ing and testing word cases and the Singular Value Deconiposif matrices is
applied in order to reduce the dimension of the representatin particular, La-
tent Semantic Indexing (LSI) [2] is used to make the dimemsi&duction. This
technique compresses vectors representing word relatgdxts into vectors of a
lower-dimensional space and has shown to have the abiligxtract the relations
among features representing words by means of their cootere.

We present a multiclassifier [8] based approach which udtsetit training
databases. These databases are obtained from the originalg dataset by ran-
dom subsampling. The implementation of this approach isentada model in-
spired in bagging [3], and the-NN classification algorithm [4] is used to make
sense predictions for testing words.

For experimentation, a previous tuning phase was perfotmtrdining data in
order to automatically set some system parameters to thimnal values. Four are
the parameters to be optimized, and the combination of #ilevh gives the possi-
bility to perform the complete disambiguation process bgQldifferent ways for
each of the 100 words to be disambiguated. The tuning phaskdem performed
in a sound manner with the aim to improve our previous work.[2&hough the
computational payload is high, it is a systematic way to fix diptimal values for
parameters.

The aim of this article is to give a brief description of oumpapach to deal
with the WSD task and to show the results achieved. In Se&jaur approach
is presented. In Section 3, the experimental setup is intedl The experimental
results are presented and discussed in Section 4, and fiSatyion 5 contains
some conclusions and future work.

2 Proposed Approach

In this section, our approach is presented and the techmigsed are briefly re-
viewed. First the dataset used in our experiments is destahbd previous results
are presented. Next, the data preparation is explained e detail. A short in-
troduction to the SVD theory and to theNN classification algorithm is given
afterwards. Finally, the multiclassifier construction iean.

2.1 Dataset and previous results

The dataset we use in the experiments was obtained from thinrnational
Workshop on Semantic Evaluations (SemEval-2007) web'pagsk 17, subtask

http://nip.cs.swarthmore.edu/semeval/tasks/taskta/shtm|



1: Coarse-grained English Lexical Sample WSD. This taslkistéof lexical sam-
ple style training and testing data for 100 lemmas (35 nomdls6d verbs) of dif-
ferent degree of polysemy (ranging from 1 to 13) and numbénsiinces anno-
tated (ranging from 19 instances in training for the wgrdntto 2536 instances at
sharg.

The average inter-annotator agreement for these lemmagis96%. In [9]
task organizers describe the results achieved by the ipatilng systems. They
define a baseline for the task based on giving the most freécesse in training
(F-score: 78.0%). The best system performance (89.1%) laslg approaching
the inter-annotator agreement but still below it.

2.2 Data Preparation

Once we downloaded the training and testing datasets, seaterés were ex-
tracted and vector representations were constructed @br taining and testing
case. The features were extracted by [1] and are local editots (bigrams and
trigrams formed with lemmas, word-forms or PoS tags aroheddrget), syntac-
tic dependencies (using relations like object, subjectnnmodifier, preposition
and sibling) and Bag-of-words features. This way, the agbtraining and testing
databases were converted to feature databases.

2.3 The SVD technique using LSI

The SVD technigue consists in factoring term-documentimaif into the product
of three matrices)M = UXVT whereX. is a diagonal matrix of singular values,
andU andV are orthogonal matrices of singular vectors (term and decuiwvec-
tors, respectively). Beingthe number of singular values in matdixand selecting
the p highest singular valueg < k, a vector representation for the training and
testing cases can be calculated in the reduced dimensieatnspac® ?.

In our experiments we construct one feature-case matriedch of the 100
words using the corresponding feature training dataseth Bithe columns in this
matrix gives a vector representation to each of the trainawgps. As the number of
training cases varies among different words, the numbeolofens present in the
matrices is different; consequently, the number of singuddues changes as well.
Taking this in consideration, we calculate the SVD of eaclrimand obtain the
reduced vector representations for training and testisgséor differenp values.
In order to calculate the SVD of the matrices, we use Latemgbdic Indexing
(LSI) 2 [5], which has been successfully used for classificatiopgses [7],

2http://Isi.research.telcordia.com, http://www.cs.atiuAlsi



2.4 Thek-NN classification algorithm

k-NN is a distance based classification approach. Accorditiys approach, given
an arbitrary testing case, tiheNN classifier ranks its nearest neighbors among the
training cases [4].

In the approach presented in this article, the training astirg cases for each
word are represented by vectors in each reduced dimensientdr space. The
nearest to a testing case are considered to be the vectarh hdwe the smallest
angle with respect to it, and thus the highest cosine. Thathig the cosine is
usually calculated to measure the similarity between vectd@’he word senses
associated with thé top-ranking neighbors are used to make a prediction for the
testing case. Parametewas optimized for each word during tuning phase.

2.5 The multiclassifier construction

The combination of multiple classifiers has been intengigélidied with the aim
of improving the accuracy of individual components [8]. Adely used technique
to implement this approach agging[3], where a set of training databasé®);

is generated by selectingtraining cases drawn randomly with replacement from
the original training databasED of n cases. When a set of < n training cases

is chosen from the original training collection, the baggis said to be applied by
random subsampling.

In our work, we construct a multiclassifier by applying ramdsubsampling
for each word. As the number of training cases is different for each word, we
optimize via tuning the parametey for each multiclassifier constructed. This way,
we work with training databas€ED; of different sizes. Moreover, the number
of training database® D; to create for each multiclassifier, is also optimized via
tuning.

Once the multiclassifiers are constructed, and given antpstise; for a word,
the corresponding multiclassifier will make a word-sensell@redictionc’ based
on each one of the training databagéd;. In order to calculate these confidence
values, word-sense predictions are made for training casgshe accuracies ob-
tained give the confidence values which indicate the acguexel that may be ex-
pected when a prediction is made for a testing case basecbrtraming database
TD; and word-sense; to be predicted. The way we combine such predictions is
by applying Bayesian voting [6], where a confidence valuge & calculated for
each training databaseD; and word-sense; to be predicted. In testing phase,
confidence values obtained for the testing cases are sunyrsshbe; the senseg
that gets the highest value is finally proposed as a prediftiothe testing case.
This process is repeated for every testing case.
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Figure 1: Proposed multiclassifier approach for WSD task

In Fig. 1 an illustration of the experiment performed for leane of the 100
words can be seen. First, vectors in the original Vector S@ae projected to
the reduced space using SVD; next, random subsampling iedpp the training
databasel’ D to obtain different training databasé@dD;; afterwards, thek-NN
classifier is applied for eachiD; to make sense label predictions; finally, Bayesian
voting scheme is used to combine predictions, amdll be the final sense label
prediction for testing case



3 Experimental Setup. The tuning phase

The experiments were carried out in two phases. First, aypatea tuning phase
was performed in order to set the following parameters tiv titimal values:

e The dimensiom of the reduced dimensional vector sp&c&to which word-
case vectors are projected for each word.

e The number of classifiers, training databads;, to create for each word.

e The numberk of nearest neighbors to be considered bykHeN classifier
for each word.

e The number; of cases to select from the TD of each word in order to create
each one of th@' D;, that is, the size of eachiD;.

All the four parameters were adjusted independently fohemard, because
of the different characteristics of words with respect @ tiumber of training and
testing cases present in the dataset and the number of wosgs associated to
each of them.

Validation and testing data subsets used in the tuning phameextracted form
the original training database TD for each word. Both sudsetre constructed by
random selection of cases, where 75% of the cases wereeskfecthe validation
subset and the rest for the tuning purposed made testingtsubs

In the following the optimization of parameters is explain®arameters were
optimized in the same order as presented in this subsettianis, the dimension
reduction first, the number of classifiers second, the numlbénearest neighbors
third and the size of eachiD; last. When the first parameter was being optimized,
all possibilities for the other three parameters were takém account, and the
optimization of the parameter was made based on the avefalpe Ad0% best
results. Once a parameter was fixed, the same method wasdjpplorder to
optimize the rest of the parameters. This optimization wetimplies that the
experiment was performed for all the combinations of the foarameters. This
implies a high computational cost during the tuning phas®. tésting phase, the
experiments are performed using the optimal values fomperears.

3.1 The dimensionp of R?

This is the first parameter we tuned. As it was previously ineed in Section
2.3, the dimensiop of the reduced dimensional vector sp&&to which training
and testing cases are projected varies for different wdrkde.reason for that is the
difference in the number of cases present in the datasetfidr word. For words
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with a high number of cases, the dimension was previouslyaedl to 500 (see
[2]). Then, for every word we experimented by keeping the benof dimensions
in a proportion. This proportion is given by paramekeMVe analyze four propor-
tions by setting parametexto: A = 0 keep all dimensions) = 1 keep2/3 of
the dimensions) = 2 keep half of the dimensions and= 3 keep a third of the
dimensions. We calculated four different values gorTraining and testing cases
were represented in the foRr® spaces and word-sense label predictions calculated
for all of them. All the possibilities were tried for the restthe parameters (de-
tailed in the following subsections). For each value\pive selected the 10% best
results from the 1440 we have, calculated the average of Hmehset parameter
A to its optimal value for each word. The optimization ofjives a final optimal
value for parametep for each word.

3.2 The number of classifiers'D;

The number of classifiers, @fD; to create for each word is also a parameter that
needs to be tuned. This is because the number of cases pfeseaich word

is quite variable, and this fact may have some influence imtivaber ofT'D;

to construct. In our work, we experimented with 6 differeatues for parameter

1 =3,5,10,20, 30,40. We performed the disambiguation process for each of them
by considering the results for the optimal value of paramgtalready optimized,
and all the possible values for the rest of the parameteredon word. We then
selected the best 10% average results achieved for eadh ofalucalculated the
average, and based on these average results set the opimalfer parameter

for each word.

3.3 The numberk of nearest neighbors fork-NN

At this stage of the tuning phase, and having already optichihe dimensionality
reduction and the number of classifiers to create for eack,wee take both opti-
mal values and experiment with all possible values for tls¢ o€the parameters.
We calculate the average for six different value& ot = 3,5,7,9,11, 13. We set

the optimal value of: for each word based on the maximum average obtained.

3.4 The size of training databased D;. parameter n;

As it was mentioned in Section 2.5, the parametewill be optimized for each
word in order to create training databageb; of different sizes. The selection of
different values for, was experimented for each word according to the following



equation:

S
n1:Z(Q+Lt—?J), j=1,...,10
=1 J

wheret; is the total number of training cases in the sefjsands is the total
number of senses for the given word. By dividitydoy j, the number of training-
cases selected from each word-sense preserves the ppopufriases per sense in
the original one. However, it has to be taken into accourttgbene of the word-
senses have a very low number of training-cases assignkdrto By summing 2,
at least 2 training-cases will be selected from each wondeseln order to decide
the optimal value forj, the classification experiment was carried out varyjng
from 1 to 10 for each word. Given that parametersandk are already set to their
optimal values for each word, we calculate results for th@dssible values of,
and set it to its optimal value.

4 Experimental Results

The experiment was conducted by considering the optimalegafor parameters
tuned. Original training and testing datasets were usedhfoifinal experiment,
and results achieved were compared to the ones made agdilabdsk organizers
[9].

Our system achieved an F-score85t65%, which compared to the baseline
defined (78.0%) is a very good result, although still below Iiest published by
task organizers (89.1%).

In [9] the performance of the top-8 systems on individuabgeaind nouns is
shown; 73 of the 100 lemmas are included in a table in two ségédugroups. Lem-
mas that have perfect or almost perfect accuracies haverbammved. In TABLE
1 the average results achieved by our system for the two grofifemmas are
compared to the ones published in the cited paper. We camvebt®t our sys-
tem performs better than the average of the top-8 systeramtliguating nouns,
but slightly worse for verbs. In the overall, our system isyveear to the average
performance of the top-8 systems.

Top-8 | Our system
Verbs | 70.44 67.78
Nouns | 79.86 82.96

Overall | 74.32 74.02

Table 1: Average performance compared to the top-8 in [9]



We want to remark that our system uses only the official tngirdnd testing
data, without including background knowledge of any typ@m® of the top-8
systems used background knowledge in order to assist itvieg@mbiguities.
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Figure 2: Average accuracy related to paramater0,1,2,3
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Figure 3: Complexity related to paramefe= 0, 1,2, 3

An analysis of the parameter optimization performed in thértg phase lead
us to observe that there is a relation between the dimergjonaduction level



applied by SVD and the accuracy achieved for a word disanatiigiu (see Fig. 2).
Words with more than 500 cases in the training dataset weredamcted in the
figure because an additional dimension reduction was apfdithem (see section
3.1). The graphic in Fig. 2 suggests that a dimensionalifyicgon of half of the
features\ = 2, is appropriate for words where a high level of accuracyashed.

In order to analyze the adequacy of the parameter tuningimeeid, we created
a new variable dividing the case numbeof the training database by the number
of senses for each word. This calculus is meant to reprekentamplexity of
each word. In Fig. 3 the interquatrtile relationships fountbag the parametex
and the complexity of the words is presented. For each vdluetbe segments
represent the minimum and the maximum value of the complettile the bold
line shows the median and the rectangular area representigtisity of the second
and third quartiles. As it can be seen, the evolution of thdiarevalue, as well
as the minimum values, are similar to the observed in theracms. This allows
to say that the\ value was properly selected by the automatic selection, @seti
also that higher values ofwould not ensure better solutions for the most complex
words.

5 Conclusions and Future Work

The good results achieved by our system show that the catistmuof multiclas-
sifiers, together with the use of Bayesian voting to combinedvwsense label pre-
dictions, plays an important role in disambiguation task$ie use of the SVD
technique in order to reduce the vector representationsg#fschas been proved to
behave appropriately.

We also want to remark that, our disambiguation system hexs ddapted to the
task of disambiguating each one of the 100 words by applyingethodological
parameter tuning directed to find the optimal values for emohd. This makes
possible to have a unique disambiguation system applidableords with very
different characteristics.

Moreover, in our experiments we used only the training dapgked for sense
disambiguation in test set, with no inclusion of backgrokndwledge at all, while
most of the top-8 systems participating in the task do useedond of background
knowledge. As future work, we intend to make use of such kadgé and hope
that results will increase. We also intend to apply this epph to other disam-
biguation tasks.
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