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Abstract
ArikIturri is a system developed for the auto-
matic generation of didactic resources. More
specifically, it is focused on the automatic gener-
ation of questions based on NLP tools.

In this paper, we present an evaluation of the er-
ror correction and multiple-choice question types
generated by ArikIturri. This evaluation has
been carried out with the collaboration of four
expert editors.

In the mentioned question types, heuristics have
been used in order to generate the distractors au-
tomatically. Although the heuristics have been
manually defined, a first attempt for their auto-
matic generation is explained.
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1 Introduction

In the last years, several research on automatic genera-
tion of questions for language learning has been carried
out. Among others, reading comprehension, vocabu-
lary, cloze questions and grammar tests are automati-
cally generated based on Natural Language Processing
(NLP) techniques and resources. These tests deal with
different topics related to specific linguistic phenomena
or to more general subjects such as the comprehension
of a text. We call topic to the subject matter of a ques-
tion.

The evaluation of the systems can also be made from
different perspectives. For example, [8] evaluates the
system in terms of time (to produce distractors) and
quality of the items. The questions previously ap-
proved by a linguistic lecturer are evaluated by stu-
dents. [6] also evaluates the system giving the cloze
tests to 60 students. [7] makes use of authoring and
assessment subsystems in order to evaluate the gen-
erated questions. In [3] the vocabulary questions are
compared to human-generated questions, while in [4]
the grammar questions are evaluated by seven profes-
sor and students. Finally, [9] examines the quality of
the questions with the help of a native speaker of En-
glish.

In this paper, we compare the opinions of different
human editors about the question automatically gen-
erated by ArikIturri. Firstly, the questions created

by the generator are evaluated by a single editor, and
then, the evaluation is extended to some more editors
in order to compare their points of view. Moreover,
the improvements of distractor-generating heuristics is
also the aim of our work. A distractor is a choice which
does not match correctly in the context of the question
and a heuristic is the rule or the knowledge the sys-
tem uses to generate the distractors. The heuristics
have been defined manually whereas the distractors
are automatically generated words. In this paper, we
also explain a first attempt to generate the heuristics
automatically.

Section 2 presents the question generator. In section
3, the editors’ agreement is analysed. Section 4 deals
with different ways of producing distractors. Finally,
some conclusions and future work are outlined.

2 The Question Generator

ArikIturri [1] is a system developed for the automatic
generation of didactic resources based on NLP tools.
The system generates different types of questions using
pedagogical corpora. Although we have developed it
for the Basque language, the architecture of the system
is language independent.

The input corpus consists of a databank which is
composed of morphologically and syntactically anal-
ysed sentences where phrase chunks are automatically
identified. Question instances of a question model con-
sist the output of the system. Both input and output
are represented in XML.

Figure 1 represents the automatic process for ques-
tion generation.

The sentence retriever module in ArikIturri selects
candidate sentences from the source corpus. In a first
step, the candidate sentences for the questions are au-
tomatically extracted from the databank, depending
on the topic of the question. Then, it analyses the
occurrences rate of the possible candidates in order to
make random selection of the sentences.

Once the sentences are selected, the answer focuses
identificator tags the chunked phrases (answer focuses)
where the topic to be treated appears. Then, the item
generator creates the questions depending on the spec-
ified exercise type. That is why this module contains
the distractor generator submodule. Distractors are
automatically generated words; they are not extracted
from any databank. Due to the rich inflection system
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Fig. 1: Architecture of ArikIturri

of Basque, it is impossible to store every possible word
form in a dictionary, even in a compressed way. There-
fore, we use a general purpose morphological generator
to create the distractors. By contrast, the heuristics
used by the generator are not automatically generated,
they are based on experts’ knowledge. In section 4 we
will explain some experiments carried out for the au-
tomatic generation of the heuristics.

As the question generation process is automatic, it
is probable that some of the questions are ill-formed.
This is why we have included the ill-formed questions
rejecter in the architecture of our system.

One of the aims in [1] was to prove the viability of
ArikIturri when constructing questions. Even though
the system was able to produce four different types of
questions, we limited our evaluation to multiple-choice
(500 questions) and error correction (1,200 questions)
question types. The system used 17 heuristics for the
generation of the distractors for these questions.

100 sentences were selected at random for each
heuristic from a high language level corpus of 10,079
sentences1. Therefore, the evaluation was carried out
with 1,700 sentences. Moreover, the experiment was
limited to two types of linguistic phenomena. On the
one hand, the following declension cases were the topic
of the questions: dative (DAT), sociative (SOZ), ines-
sive (INE), ergative (ERG) and absolutive (ABS). On
the other hand, the present and past indicative verb
tenses were chosen for the experiment.

Table 1 shows the different heuristics that the sys-
tem used to generate the distractors. The heuristics
were defined taking into account common mistakes
that students make when learning Basque such as the
use of wrong declension cases or finiteness. As regards
the verb tenses, the heuristics change the different per-
sons of the verb that belong to the different auxiliary
paradigms2.

The generator (by means of the ill-formed questions
rejecter module) automatically rejected 58 multiple-
choice and 292 error correction instances out of all the
generated questions3. In some cases the system cre-
ates the same two distractors or rejects a badly-formed
distractor, etc. This way, a sample of 1,350 question

1 The input corpus was classified into three different language
levels chosen by expert teachers.

2 The paradigms are explained in section 4.1.
3 We did not evaluate them manually because they were badly-

formed questions.

Change of Sociative
the finiteness Inessive

SOZ => ABS
SOZ => DAT
SOZ => ERG
INE => ABS

Declension Replacement INE => DAT
cases of declension INE => ERG

cases ABS => SOZ
ABS => INE
DAT => SOZ
DAT => INE
ERG => SOZ
ERG => INE

Verb
Change of DA paradigm
the person DU paradigm
of the verb ZAIO paradigm

Table 1: Heuristics

instances was obtained to be evaluated manually.

3 Editors’ agreement

One way of evaluating the questions generated by
ArikIturri is to give them to different editors. In this
section, we present two experiments carried out for the
manual evaluation of ArikIturri.

It is necessary to underline the fact that the heuris-
tics used for the generation of the distractors (see table
1) were based on the knowledge of an expert who took
part in the design of the system but not in the evalua-
tion. It is also important to remark that the heuristics
were defined all in a row by a single person.

3.1 Experimental settings

Four experts in both computational linguistics and
language teaching took part in the two experiments as
editors: three of them work as computational linguists
in a NLP research group and the last one in HABE
(Institute for the Teaching of Basque and Basque Lan-
guage Literacy to Adults), which is an institute of the
Basque government developed for L2 and L1 Basque
Language Teaching. The computational linguists do
not only have a linguistic profile but also a language
teaching background. In the case of the expert lan-
guage teacher from HABE, he has teaching profile as
well as experience in creating didactic resources.

For the two experiments, the editors used a web-
based post-editing environment which helped them to
set the questions. In the first experiment, the manual
evaluation was carried out by a computational linguist
while in the second experiment three new editors took
part in it. The aim of these experiments was to com-
pare the opinions of different editors.

The sample of 1,350 question instances mentioned in
section 2 was evaluated in the first experiment. One
expert evaluated 442 multiple-choice questions and 908
of the error correction type. In the case of multiple-
choice, the topic of 153 questions was the declension
case and the other 289 questions had the verb tense



as topic. However, in the case of the error correc-
tion questions, they all were connected with declension
cases.

In the second experiment, we took 100% of the gen-
erated multiple-choice questions related to the present
indicative verb tense and 25% of the error correction
questions related to declension cases. The sample we
obtained contained a total of 431 questions nearly the
same amount for each linguistic phenomenon.

Table 2 summarises the information of the experi-
mental settings.

1st 2nd
experiment experiment

Number of
1 3

Editors
Multiple-choice

153 0
Declension cases
Multiple-choice

289 195
Verb tenses
Error correction

908 236
Declension cases
Total amount

1350 431
of questions

Table 2: Experimental settings

3.2 First experiment

In the evaluation of the first experiment, we asked the
editor to modify or reject questions only if they were
badly-formed. Considering that all the questions dis-
carded or modified by the editor were not well gener-
ated, the results showed that the rate of the accepted
questions was 82.71% in the case of error correction
questions and 83.26% in the case of multiple-choice
questions.

Let us assume that the probability to generate a
proper distractor and consequently a theoretically ac-
ceptable question in error correction is P (dist) = p
where 0 ≤ p ≤ 1. However, the probability to gener-
ate an acceptable question decreases in multiple-choice
questions (3 distractors in this case). If we assume
that the distractors are independent with each other,
the probability to create an acceptable question is
P (dist1, dist2, dist3) = P (dist1) ·P (dist2) ·P (dist3) =
p × p × p where 0 ≤ 3p ≤ p ≤ 1. The results obtained
in the experiment confirm that this probability has
influence on the acceptance rate, when dealing with
the same topic. For instance, in the case of declension
cases the acceptance rate is 82.71% for error correction
question type and 64.70% for multiple-choice.

If we split the multiple-choice questions taking into
account the number of distractors we find that there
is a significant difference in terms of acceptance. Re-
garding the verb tenses, the acceptance rate is 92.73%,
while in the case of declension cases, it is 64.70%.
As the system generated two distractors when deal-
ing with verb tenses and three when dealing with de-
clension cases, the probability of creating a correct
question for verbs is higher than in the case of de-
clension cases. However, the acceptance rate given by
the human editors (92.73%) in the case of verb tenses

(2 distractors) is higher than the rate (82.71%) for the
declension cases (1 distractor). Table 3 displays all the
acceptance rates in this first experiment.

Topic
Number of Acceptance
distractors rate

Error Declension
1 82.71%

correction cases
Declension

2-3 83.26%cases AND
Multiple- Verb tense
choice Declension

3 64.70%
cases
Verb tenses 2 92.73%

Table 3: Accepted questions

We conclude that the number of distractors alter the
acceptance rate of the generated questions by ArikI-
turri. We foresaw that the topic could also have influ-
ence in the results.

3.3 Second experiment

In order to corroborate the results from the first exper-
iment as well as our hypothesis about the topic, three
new editors took part in the second experiment. Two
of them were asked to evaluate the accepted questions
in the first experiment. The first one had to evaluate
the questions related to verb tenses, the second one
those related to declension cases, and the third editor
examined the questions which were rejected.

Verb Declension cases
Accepted

94.97% 96.94%
in the 1st
Rejected

75.00% 25.00%
in the 1st

Table 4: Evaluation of the 431 questions

Table 4 shows the results we obtained in the second
experiment in comparison with the ones obtained in
the first one. For example, the editor of the second ex-
periment accepted 94.97% of the questions related to
the verb tenses which were previously accepted in the
first experiment and 96.94% of the declension cases.
For instance, both editors agreed on the fact that
the error correction question “*Industriak milaka pro-
fesionalek galdu du entzumena enpresetako zarataren
erruz 4” is an acceptable question because the correct
answer is “Indrustian5” instead of “Industriak”. 75%
of the rejected questions related to verb tenses in the
first experiment were also not accepted in the second
one, while in the case of declension cases the percent-
age is 25%.

A more detailed information is given in table 5,
where the number of questions in which different edi-
tors agree and disagree are displayed.

4 *The industry lots of professionals have lost their hearing due
to the factory noise

5 In the industry lots of professionals have lost their hearing
due to the factory noise



Declension cases
Accepted in 2 Rejected in 2

Accepted in 1 190 6
Rejected in 1 30 10

Verb tenses
Accepted in 2 Rejected in 2

Accepted in 1 170 9
Rejected in 1 4 12

Table 5: Comparison of the results of the two exper-
iments

Both tables show good results, in fact, the second
experiment also verifies the high percentage of well-
formed questions. The favourable opinion of the four
editors is also an important aspect since the questions
were automatically generated.

However, although it is supposed that all the edi-
tors followed the same instructions for the evaluation
of the automatically generated questions, we must also
consider other aspects, such as chance or some per-
sonal factors, which might have influence on the results
obtained in the evaluation. Those factors could be
i) editors’ own experience when generating questions
manually; ii) the final users of the questions they are
thinking about; iii) when and how the evaluation was
carried out; iv) the number of questions to evaluate,
etc. Cohen’s kappa index (κ) [5] takes into account
this variable.

If we apply the kappa concept to our results, we
obtain the kappa indexes displayed in table 6.

Kappa
Declension cases

0.28
Error correction
Verb tenses

0.61
Multiple-choice
Total 0.4

Table 6: Editors’ agreement (kappa)

If we take into account that there are more distrac-
tors in a multiple-choice question than in an error cor-
rection question, the probability that two editors will
agree is higher in the case of error correction. In the
case of multiple-choice questions, they must agree on
all the different distractors. Therefore, as the number
of questions evaluated for each question type was al-
most the same, we should expect better kappa indexes
in the case of declension cases since they belong to the
error correction type of question. As a consequence,
we conclude that the topic of the questions have in-
fluence on the results. Indeed, our hypothesis when
planning the second experiment was that it was eas-
ier to generate questions to learn verb tenses than to
learn declension cases.

4 Producing distractors

We have already mentioned the fact that ArikIturri
makes use of different heuristics to create the distrac-

tors of the questions. The information used to de-
fine the heuristics was manually created but it could
be also automatically generated. The rules represent
some of the unsuitable combinations from the linguist
point of view.

As our aim is also to generate the heuristics auto-
matically, in the next sections, we explain the first
attempts we have made in this research line.

4.1 Automatic extraction of patterns
to define heuristics

The previous experiments have been performed having
human experience on the basis of the implementation
of the heuristic rules. The new approach considers an
automatic process not only for the generation of the
distractors but also for the generation of the heuristics.

Before focusing on the automatic extraction of pat-
terns to define the heuristics, we consider necessary to
clarify two aspects:

• Verb and ellipsis: The auxiliary verbs in Basque
refer to the syntagmatic component where the
ergative, absolutive and dative cases occur. Even
if those phrases do not appear in the sentence,
the auxiliary gives us that information and we can
know which phrases have been elided.

In general, a verb can have from one to four dif-
ferent auxiliary paradigms. These paradigms cor-
respond to the following four auxiliary types:

– DA: the absolutive is the subject of the
clause.

– DU: the ergative is the subject and the ab-
solutive is the direct object of the clause.

– DIO: the ergative is the subject, the absolu-
tive is the direct object and the dative is the
indirect object of the clause.

– ZAIO: the absolutive is the subject and the
dative is the indirect object of the clause.

• Working unit: In this article, the term clause
refers to a group of phrases containing a conju-
gated verb. A sentence that contains only one
clause is called a simple sentence; if we have
two or more sentences (juxtaposition, coordina-
tion or subordination), we speak of complex sen-
tences. Therefore, we consider two different work-
ing units: the simple sentence level and the com-
plex sentence level.

The basis of the automatic extraction of patterns to
define heuristics comes from [2], where a finite-state
syntactic grammar was developed in order to join the
verb instances and their corresponding syntactic de-
pendents (arguments and adjuncts) from journalistic
corpora. The grammar scores 87% of precision and
66% of recall. The system obtained 688 different pat-
terns for 640 verbs. For each verb more than one of
the different 688 patterns can occur.

The patterns which represent the knowledge ex-
tracted from automatically analysed corpora were ob-
tained at simple sentence level. Moreover, they auto-
matically retrieved the elided cases in order to reflect



them in the patterns. Each of the patterns offers the
following information: i) the syntactic dependents; ii)
the auxiliary type and iii) the number of instances.
For instance, one of the 143 extracted patterns related
to the verb “askatu” (to release) is:

48 askatu: DU: ABS + ERG + INE
Based on the journalistic corpora, the system devel-

oped in [2] matched 48 times the DU: ABS + ERG +
INE pattern for the verb “askatu” (to release), that is,
it reflects the number of times that the absolutive, the
ergative and the inessive occur with the auxiliary DU.

We consider these patterns could be the basis for
the automatic generation of the heuristics. When the
morphological generator creates a distractor, the pat-
terns automatically extracted and the created distrac-
tor pattern could be compared. If a matching was
detected, the distractor could not be considered a can-
didate distractor and the question would be automat-
ically rejected.

The experiments previously carried out offered us
the chance to compare the heuristics manually gener-
ated with the automatic patterns. Moreover, as the
questions were already manually evaluated, we could
study the measure of success of the patterns.

Once the clauses of the questions are extracted, it
is important to specify which phrases are going to be
taken into consideration when matching them to the
patterns. For example, considering that the system
has generated the following error correction question
when setting absolutive as the topic, we will study
different criteria for comparing the automatically ex-
tracted patterns with the phrases of the question gen-
erated by ArikIturri:

“*Hainbat ariketaren bidez gure gorputzaren
blokeoarekin askatu dugu”6

The phrase containing the correct answer (“gure
gorputzaren blokeoa7”) is absolutive and it has been
transformed into the sociative (SOZ) case in or-
der to generate the distractor (“gure gorputzaren
blokeoarekin”). The phrase “Hainbat ariketaren
bidez” refers to the instrumental case (INS) and the
auxiliary for the verb “askatu” is DU.

The auxiliary DU for the verb “askatu” tells us there
is a subject (ERG) as well as a direct object (ABS).

The criteria to compare the clause of the question
with the patterns can be summarised as follows:

• Criterion 1 : to compare the patterns with the de-
clension cases/phrases that appear in the clause
explicitly. In the previous example, in the case
of the distractor, DU: INS + SOZ would be com-
pared with the patterns from [2]. As there is no
matching, ArikIturri would create a distractor.

If we want to take into account the phrases contain-
ing some given declension cases that occur in a clause
plus those which are elided, we can follow two different
options:

• Criterion 2 : to contrast the cases which have been
elided, if they are not part of the topic. In the
example, the system would compare DU: INS +

6 *(we) have released with the stiffening of our body by means
of some exercises.

7 the stiffening of our body.

SOZ + ERG with the automatic patterns. That
is to say, we would take into consideration the
ergative case because it is elided and it is not the
topic. On the contrary, we would not consider
the absolutive case because it is the topic of the
question. In this case the system would generate
a distractor, since it does not match any of the
143 patterns extracted for the verb “askatu”.

• Criterion 3 : to include all the elided cases. In
that example, we would compare the paradigm
DU: INS + SOZ + ERG + ABS with the patterns.
As this distractor pattern exists in [2], the system
would not generate a distractor.

In the next two sections, we explain the two ap-
proaches followed in the automatic generation of the
heuristics. The first one was developed to generate
complex sentence questions while the second one was
carried out to create simple sentence questions.

4.2 Heuristics based on patterns to
generate complex sentence ques-
tions

The first attempt was to compare the evaluated ques-
tions in the first experiment with the patterns au-
tomatically extracted from journalistic corpora. For
that, some steps were followed:

1. To obtain a sample of the error correction ques-
tions related to the sociative, inessive, ergative,
dative or absolutive cases. This was the same
sample as the one used for the second experiment
(25% of error correction questions).

2. To extract the simple sentence of each question
where the topic appeared. This task was hand-
made. When the topic was part of the subordi-
nate clause, the subordinate clause was manually
transformed into a main clause.

3. To compare the questions (at clause level) with
the patterns in order to observe the acceptance
rate if, in the basis, we had an automatic genera-
tion of heuristics based on the automatic patterns.

As editors agreed in a high rate in the previous ex-
periments, we first made a study of the heuristics used
in the generation of well-formed questions. We com-
pared the questions accepted in the first experiment
with the patterns. That is to say, the information of
the well-formed questions was divided to compare both
the correct answer and the distractors.

If we applied the criterion 1, we might expect low
results since it only takes into account the explicit
phrases of the question, while the patterns automat-
ically assign the explicit declension cases of the verb
as well as those that are elliptic. Nevertheless, low re-
sults are obtained in the case of the correct answers,
but not in the case of the distractors.

Table 7 shows the results related to the three differ-
ent criteria when comparing both data of the questions
accepted in the first experiment:

For instance, if we had, in the basis, the automati-
cally extracted knowledge (patterns) when using cri-
terion 1, 66.27 out of the 100 correct answers accepted



Criterion 1 Criterion 2 Criterion 3
Correct answer

66.27% 93.59% 93.59%in the 1st
experiment
Distractor

69.94% 66.46% 37.89%in the 1st
experiment

Table 7: Accepted questions

by the editor in the first experiment would be also con-
sidered correct answers. Besides, 69.94% refers to the
clauses of the questions that were accepted by the ed-
itor as distractors. Almost 70% of the distractors of
the questions would also be considered distractors if
the patterns were used for the automatic generation
of the heuristics.

Regarding the results obtained in the case of the
criterion 2, we could conclude that they are more re-
alistic and better. As the correct answers were ex-
tracted from the source sentence of the corpus, they
are presumably correct.

The number of the questions created by ArikIturri
and rejected by the editors is not troubling, since it
is a low percentage8. However, the patterns can also
be compared with them in order to observe if the dis-
tractors rejected by the human editor would not be
created having the patterns as basis of the heuristics.

Table 8 represents the percentages related to the
rejected distractors in the first experiment together
with the three different criteria.

Criterion 1 Criterion 2 Criterion 3
NOT distractor

15.38% 19.23% 48.00%in the 1st
experiment

Table 8: Rejected questions

As it happens in the case of the accepted questions,
in this case the way to compare the questions with the
patterns is threefold. This time the given percentages
have a different meaning. Since the questions were re-
jected by the editor, it is supposed that the rejected
distractors were not proper ones9. If we used the auto-
matically extracted patterns to create heuristics and
compare them only with the explicit phrases of the
clause, 15.38% of the distractors would be considered
improper distractors in the case of criterion 1. In this
case, better results are obtained from the third com-
parison.

We foresaw some aspects that could affect the re-
sults: the error rate of the patterns, the corpus and
the working unit. The error rate of the patterns may
alter the results since their precision is 87%. There-
fore, 13% of the times the patterns obtained in [2] are
incorrect. As regards the corpus, it could also be an
aspect to be considered because different corpora have
been used in both works. In the case of ArikIturri, the
corpus is focused on language learning while in the
automatic extraction of patterns the corpus is com-

8 17.29% in the first experiment for error correction question
types and 6.78% in the second one

9 The error correction question type has just one distractor.

posed of newspaper texts. Finally, the experiments
commented in section 3 were carried out using com-
plex sentences while the extracted patterns refer to
simple ones. Therefore, the working unit could have
influenced on the results.

4.3 Heuristics based on patterns to
generate simple sentence questions

The fact that the working unit could affect in the re-
sults made us carry out a new experiment in order to
obtain heuristics based on patterns to generate sim-
ple sentence questions. This time, we presented the
editors new questions to be evaluated. Those ques-
tions were simple sentences manually extracted from
the complex sentences used in the previous experi-
ments. As we have said, we used a sample of 25%
of the error correction questions which were related to
the sociative, inessive, ergative, dative and absolutive
cases.

The editors evaluated the questions and accepted
75.21% of them. If we compare it with the acceptance
rate in the first (82.71%) and second (93.22%) exper-
iments, the acceptance rate decreases. These results
correspond to the generated error correction question
types related to the declension cases. The only differ-
ence lies in the evaluated sentences: the ones from the
first and second experiment were complex sentences,
whereas in the last one they were simple sentences.

Once we obtained a set of questions manually eval-
uated, we compared them with the automatically gen-
erated patterns. This time, we used the three criteria
previously mentioned again. Table 9 shows the pat-
terns accuracy taking into account the accepted ques-
tions (75.21%).

Criterion 1 Criterion 2 Criterion 3
Correct

100% 100% 100%in the 1st
experiment
Distractor

79.19% 78.05% 77.64%in the 1st
experiment

Table 9: Accepted questions at simple sentence level

The results from the experiment are better than
those shown in table 7. In all cases, the patterns would
consider all the correct answers. Regarding the dis-
tractors, the best results are obtained from the first
comparison, although there is not a significant differ-
ence between the three evaluations. Moreover, the re-
sults are closer to the error rate of the automatically
extracted patterns than in table 7.

In the case of the rejected questions, the same equiv-
alence was carried out. Table 10 displays the obtained
results.

Criterion 1 Criterion 2 Criterion 3
NOT distractor

38.46% 38.46% 40.00%in the 1st
experiment

Table 10: Rejected questions at simple sentence level



Although the results are better than the ones ob-
tained in table 8, they are still quite poor. In case of
the criterion 1 and criterion 2 the results are twice
better, but still poor.

The comparison of the results obtained in the eval-
uations show us that a clause considered a question
at complex sentence level is not always a question at
simple sentence level, and vice versa. Moreover, the
editors took into account the elided sentence elements
when evaluating the questions at simple sentence level.
Finally, we also conclude that the best results are ob-
tained from criterion 2.

5 Conclusions and future work

In this paper, we have presented an automatic ques-
tion generator, which was evaluated in different ways.
First, one editor evaluated multiple-choice and error
correction question types created by ArikIturri. The
error correction questions were generated to deal with
declension cases, and the multiple-choice questions
cope with declension cases as well as with verb tenses.
Apart from obtaining a high acceptance rate in the au-
tomatically generated questions, we can conclude that
automatically generate error correction questions are
more reliable than the multiple-choice ones.

After that, the evaluation was extended to three new
editors in order to compare the different opinions they
might have. In all cases, the number of the accepted
questions was high, and so it was the agreement among
the editors. Moreover, based on the obtained results,
we can also conclude that the topic has influence in
the automatic generation of questions.

In the generation process of the questions that were
manually evaluated by different editors, the distractors
were automatically generated, but the heuristics were
manually defined. Nevertheless, one of the purposes
of this work was to try to automatize this process.
Section 4 deals with it, comparing the patterns au-
tomatically extracted from journalistic corpora with
the patterns of complex sentence questions and sim-
ple sentence questions. The automatic generation of
heuristics to create distractors is more reliable if we
choose simple sentences as questions instead of com-
plex ones. However, the acceptance rate of the same
questions is higher in the case of complex sentences:
82.71% in the first experiment, 93.22% in the second
experiment with complex sentences and 75.21% in the
last experiment with simple sentences.

As future work, we plan to continue working on
these heuristics. We must not only to try to automa-
tize the process but also study their combination. We
plan to analyse different possibilities such splitting the
heuristics taking into account the learning level, com-
bining different heuristics to deal with the same topic,
etc. Finally, as regards the evaluation carried out, we
consider necessary to extend it to learners in order to
obtain more realistic results.
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